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Ab initio and density functional theoretical calculations have been performed to quantify the hydrogen-bonding
interactions for selected supermolecular systems, experimental investigations on which have been reported
very recently (Angew. Chem., Int. Ed.2001, 40, 3240). An analysis and rationalization of the nature of pairwise
interactions in different hydrogen bonds involved in these ternary supermolecular systems is presented that
uses the frameworks of Morokuma energy decomposition as well as Bader’s topological theory of atoms in
molecules involving the electron densityF(r ), its Laplacian∇2F(r ), and also other related quantities at the
bond critical points. The pKa values of the aromatic acids, which have been used earlier to rationalize the
specific intermolecular interactions between aromatic acids (hydrogen-bond donor) and isonicotinamide
(hydrogen-bond acceptor as well as donor), are, however, found not to show any regular trend with the
calculated binary interaction energy values or the electron density-based bonding parameters using experimental
geometries. The calculated quantities corresponding to the computationally optimized geometries of the
molecular species, however, do show some regular trends with the corresponding pKa parameters.

1. Introduction

Among the weak intermolecular interactions, hydrogen bond-
ing has been the subject of increasing research activities1-5 in
recent years due to its importance in many chemical and
biological systems and processes. The essence of the physical
interactions that contribute to hydrogen bonding has been the
subject of numerous discussions in the literature, and even the
nature of interactions involved in an O-H‚‚‚O hydrogen bond
sometimes appears to be controversial.6,7 While the key feature
in inorganic supramolecular systems8 is mostly the metal-ion
coordination, it is the hydrogen bonding that plays9,10 an
important role for assembling11-13 organic molecules through
crystal engineering or for stabilizing supramolecular aggregates
in water. Although the procedures for synthesizing covalently
bonded molecular species with desired structures and properties
have more or less been standardized, in contrast, the supramo-
lecular synthesis involving noncovalent interactions such as
hydrogen bonding (through crystal engineering) has yet to attain
the same level of sophistication. Higher levels of refinement
and versatility in crystal engineering require identification of
reliable supramolecular synthons14 and synthetic strategies for
building desired multicomponent structures. In recent years,
many systematic studies have been reported demonstrating the
synthesis of molecular assemblies with increasing complexity
and dimensionality. Studies involving ternary supermolecules
reporting15,161:1:1 ternary cocrystal-containing supermolecules,
which consist of three different components, have been rather
recent. The recently reported synthetic strategy of Aakero¨y et
al.15 has been based on the rule of thumb that in a system with
various hydrogen-bonding functionalities “the best hydrogen-
bond donor and the best hydrogen-bond acceptor will prefer-
entially form hydrogen bonds to one another” and the second-

best donor will form a hydrogen bond to the second-best
acceptor and so on. It has also been assumed that a small number
of specific intermolecular interactions can provide a large part
of the stabilization energy of molecular crystals. For this
purpose, different derivatives of benzoic acids (H-bond donor)
and isonicotinamide (H-bond acceptor) molecules have been
considered and an attempt has been made to rationalize the
nature of specific intermolecular interactions intuitively by using
the pKa values of the constituent carboxylic acids. Although it
is sometimes possible to qualitatively follow the synthetic
strategies to construct supermolecular systems by considering
the possible interactions judged intuitively through the param-
eters obtained from conventional chemical concepts such as pKa

values, as considered recently, an alternative elegant way to do
this would be to quantify17-19 the intermolecular interactions
by use of ab initio theoretical techniques for a set of binary or
ternary systems. Although the intermolecular interaction energy
provides the gross features about the nature and quantification
of an interaction, more precise and detailed qualitative and
quantitative information and insight can be retrieved through
consideration of other aspects of the electron density distribution.

One such tool that has been quite valuable in providing insight
into various aspects of the structure and bonding in molecules
involves the topological analysis20 of the electron densityF(r ),
which has proved to be highly successful. Recently this approach
has been extensively used21-26 for the studies of interesting and
unusual bonding aspects in several molecular systems including
(H2O)2+ and (H2S)2+. The interactions underlying the design
strategy of supermolecules can be rationalized through detailed
studies of the topological aspects of their electron distribution.
We thus propose to employ the topological theory of atoms in
molecules (AIM),20 which has been known to provide a rigorous
procedure to partition a molecular system into its atomic
fragments defined by the gradient vector field∇F(r ) and discuss
chemical bonding through the bond path and bond critical point
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properties. The AIM framework builds a bridge between the
quantitative results obtained from quantum chemical calculations
or experiments and the traditional chemical concepts. The study
presented here is thus intended not only to investigate the total
interaction energy of the different systems but also to provide
a rationalization through an analysis of the electron density
distribution for different bonding situations present in the ternary
supermolecules as well as the Morokuma energy decomposi-
tion,27 which partitions the total interaction energy into its
different components such as electrostatic, polarization, charge
transfer, and exchange repulsion and is often used by chemists
for understanding the intermolecular interactions.7,27,28

The plan of the paper is as follows. We discuss the
computational method in section 2 and the results of numerical
calculations in section 3. Finally, we present the concluding
remarks in section 4.

2. Computational Methods

Ab initio molecular orbital methods have been used to
investigate the electronic structures of the supermolecular
systems considered here. Experimental geometries have been
used for the calculation of the intermolecular interaction energies
as well as bonding analysis that uses the calculated electron
density distributions. For computational economy, only the
pairwise interactions have been considered, as the third com-
ponent would have negligible effect on the calculated results
for intermolecular interactions between the first and second
components. Density functional theory- (DFT-) based calcula-
tions have been performed with the B3LYP29 exchange-
correlation energy density functional (three-parameter Becke
exchange and Lee-Yang-Parr correlation) and 6-31G(d,p)
basis set. Starting with the experimental geometries as initial
guess, geometries have also been optimized at the same level
of theory. In the preparation of the cocrystal as reported in the
original paper, the first step involved the mixing of equimolar
amounts of a weaker acid, a stronger acid, and isonicotinamide
to react in an aqueous solution. The initial stage of formation
of supermolecules thus involved the solution-phase environment.
It would therefore be interesting to study the effect of solvent
on the intermolecular interactions, which has been taken into
account here by using the polarizable continuum model (PCM).30

The ab initio calculations in this work have been performed
with the GAMESS31 electronic structure program. The topologi-
cal properties of the electronic charge density have been
calculated with the program AIMPAC.32

3. Results and Discussion

The three ternary systems (I-III ) of interest, which differ
only in the third component, are shown in Figure 1. Ab initio
calculations have been performed on the dimers of the first and
second components as well as the second and third components
by using the available experimental geometry and also the
optimized geometries. The interaction energies are obtained by
subtracting the energies of the corresponding monomers cal-
culated at the same level of ab initio procedure. The calculated
interaction energies∆E12 (between components 1 and 2) and
∆E23 (between components 2 and 3) for all three systems are
reported in Table 1. The values of∆E12 corresponding to the
optimized geometry are thus clearly identical for all three
systems, while the value of∆E23 also differ very little in the
three cases in gas phase as well as in the presence of the solvent,
although the third component is different.

Also included in Table 1 are the pKa values of components
1 and 3. The pKa value characteristic of component 1 (which is

the same in all three systems) alone obviously cannot be
sufficient to rationalize the differences of∆E12 values (calculated
from experimental geometries) in the three cases. The interaction
energies∆E23 (with different third components), although they
are different for the three cases (systemsI-III ), cannot again
be rationalized on the basis of the pKa values of the third
component alone. In fact, the interaction energy∆E23 is found
to be higher for systemIII , where the pKa value is also high,
which is counterintuitive. It is to be noted that although the
Hartree-Fock calculated interaction energies differ in magnitude
from the corresponding density functional results, the trend
remains the same. Thus, it is clear that the use of pKa is not
sufficient for supermolecule design strategy. On the other hand,
ab initio electronic structure calculations of pairwise dimers
provide more detailed information about the nature of interaction
and hence are expected to play a key role in the design strategy.

It is to be noted that the interaction energies for systemII
calculated at the B3LYP level for the optimized geometry and
the experimental geometry are respectively-13.7 and-30.0
kcal/mol. This difference in energy is extremely large and may
be due to the fact that, for the experimental case, the monomer
geometries are taken as the monomer-in-complex. In view of
this difference, we have calculated the deformation energy of
the monomers (the energy needed to deform the monomers from
their optimal structure to the structure in the complex) and the
results are reported in Table 2. It is observed that the deforma-
tion energies vary from 12.5 to 97.1 kcal/mol for different
monomers, indicating that the monomer geometry in the
complex (experimental structure) corresponds to higher energy
than that of the optimized structure for all the monomers. Thus,
it is clear that the optimized structures are really the structures
of minimum energy. If these deformation energy values are

Figure 1. Structures of the three ternary supermolecules considered
in this work: systemI , 1:1:1 complex of 3,5-dinitrobenzoic acid,
isonicotinamide, and 3-methylbenzoic acid; systemII , 1:1:1 complex
of 3,5-dinitrobenzoic acid, isonicotinamide, and 4-hydroxy-3-meth-
oxycinnamic acid; systemIII , 1:1:1 complex of 3,5-dinitrobenzoic acid,
isonicotinamide, and 4-(dimethylamino)benzoic acid.
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added to the calculated pair interaction energies from experi-
mental geometries, the resulting interactions become apparently
repulsive. Thus, it is the crystal packing forces that provide the
necessary energetic compensation for the formation of the stable
solid-state assembly. The deformation energy values also might
be quite inaccurate due to considerable uncertainty in the
experimental geometry from X-ray-based methods.

Further insight is provided by a Morokuma partitioning of
the interaction energy in terms of an electrostatic (ES), polariza-
tion (PL), exchange-repulsion (EX), and charge transfer (CT)
components including other higher order terms (MIX). The ES
term representing the total Coulombic interaction between the
free monomer charge distributions includes the interactions of
all permanent charges and multipoles and may be either
attractive or repulsive. The PL term, which is always attractive,
denotes the polarization interaction, i.e., the effect of the
distortion of the electron distribution of monomer 1 by monomer
2 and vice versa and includes the interactions between all
permanent charges or multipoles and induced multipoles. The
origin of EX is the interaction caused by the exchange of
electrons between the monomers satisfying the Pauli principle
and this contribution accounts for the short-range repulsion due
to overlap of electron distribution of one monomer with that of
another monomer. CT is caused by the electron delocalization
interaction, i.e., the interaction caused by charge transfer from
the occupied molecular orbitals of monomer 1 to the vacant
molecular orbitals of monomer 2 and vice versa. The MIX term
is the difference between the total interaction energy and the
sum of the above four components and accounts for higher order
interactions.

In view of the large difference between the calculated
interaction energies obtained from the experimental and opti-
mized geometries and also the unreliability of the position of a
hydrogen atom in an H-bond as obtained through X-ray
methods, we report here the results of Morokuma analysis of
the interaction energy based on the optimized geometries (both
Hartree-Fock and density functional B3LYP) only. From the
calculated values of all these quantities reported in Table 3, it
is clear that the ES and EX contributions are of the same order
but with opposite sign, thus almost canceling each other, and it
is the PL and CT contributions that play the dominating role in
predicting the variations of the overall interaction energies.
However, the ES and EX contributions obtained with DFT
optimized geometries are found to be closer than those of the
corresponding results with HF geometries. It is also evident that
the interaction energies∆E12 and∆E23, denoting the stronger
and weaker contributions, respectively, show some regular
features in the energy components. The 1-2 interaction∆E12

is the same for all the three systems, while the 2-3 interaction
∆E23 is minimum for systemII . The same is true for the ES
and EX components as well. It is also clear that the relative
interaction energy values remain almost unchanged even after
inclusion of the basis-set superposition error. It is to be noted
that the relative total interaction energy value remains almost
the same irrespective of the calculation method used for
geometry optimizations and the absolute energy difference
ranges from 1.1 to 2.1 kcal/mol.

Apart from the interaction energies, a more intuitive appeal
comes from consideration of the electron density-based topo-
logical parameters, such as the values of the electron density

TABLE 1: Calculated Interaction Energiesa by Hartree-Fock and Density Functional Theory with B3LYP Functional

system pKa(1)b ∆E12
c ∆E12

d ∆E12
e ∆E12

f pKa(3)g ∆E23
c ∆E23

d ∆E23
e ∆E23

f

I 2.8 -13.7 -10.3 -8.5 -12.3 4.3 -18.9 -13.3 -14.5 -17.9
II 2.8 -13.7 -10.3 -26.3 -30.0 4.4 -18.7 -13.0 -15.5 -21.8
III 2.8 -13.7 -10.3 -14.2 -18.4 6.5 -18.5 -13.0 -18.6 -17.7

a Energies are given in kilocalories per mole.b pKa values for the first component.c Calculated with optimized geometry and B3LYP method.
d Calculated with optimized geometry in the presence of solvent and B3LYP method.e Calculated with experimental geometry and Hartree-Fock
method.f Calculated with experimental geometry and B3LYP method.g pKa values for the third component.

TABLE 2: Deformation Energy a Values for the Monomers and Complexes Calculated by Hartree-Fock and Density
Functional Theory

system method DE1b DE2
c DE3

d DE12
e DE23

f DE12 - DE1 - DE2 DE23 - DE2 - DE3

I HFg 6.1 59.5 52.2 65.8 110.3 0.2 -1.5
DFTh 15.1 68.6 58.3 84.6 127.4 0.9 0.6

II HFg 30.3 9.6 38.2 22.2 28.4 -17.7 -19.4
DFTh 26.3 12.5 19.2 19.8 30.1 -19.0 -1.7

III HFg 29.9 49.1 92.5 73.5 136.0 -5.5 -5.6
DFTh 35.6 56.8 97.1 86.8 149.7 -5.6 -4.1

a Deformation energy is defined as the energy needed to deform the optimized structure to the corresponding experimental geometry. Energies
are given in kilocalories per mole.b Deformation energy of monomer 1.c Deformation energy of monomer 2.d Deformation energy of monomer
3. e Deformation energy of the dimer consisting of monomers 1 and 2.f Deformation energy of the dimer consisting of monomers 2 and 3.g Calculated
with HF optimized geometry and HF method.h Calculated with B3LYP optimized geometry and B3LYP method.

TABLE 3: Morokuma Analysis a of Interaction Energiesb Using Optimized Geometries

system interaction method ES EX PL CT MIX ∆E BSSEc

I /II /III 1-2 HFd -17.9 13.3 -3.9 -4.5 0.5 -12.4 1.4
DFTe -21.2 20.5 -5.4 -6.7 1.4 -11.3 1.0

I 2-3 HFd -21.0 14.3 -3.3 -4.8 -0.8 -15.6 2.0
DFTe -29.5 26.7 -5.6 -8.2 -1.2 -17.7 2.2

II 2-3 HFd -20.5 13.9 -3.2 -4.7 -0.9 -15.3 2.1
DFTe -29.1 26.4 -5.3 -7.9 -1.3 -17.2 2.3

III 2-3 HFd -20.8 14.1 -3.2 -4.7 -0.9 -15.5 2.1
DFTe -29.3 26.4 -5.4 -8.0 -1.2 -17.4 2.2

a For explanation of different terms see text.b Calculated by the HF/6-31G(d,p) method. Energies are given in kilocalories per mole.c Basis-set
superposition error.d Calculated with HF/6-31G(d,p) optimized geometries.e Calculated with B3LYP/6-31G(d,p) optimized geometries.
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and its Laplacian at the bond critical point of the O-H‚‚‚N or
O‚‚‚H-O weak bonds. We thus analyze the nature of inter-
actions involved in the three ternary systems within the
framework of Bader’s topological theory of atoms in molecules
(AIM). A bond critical point (point corresponding to∇F ) 0
and normally abbreviated as BCP) is found between each pair
of nuclei, which are considered to be linked by a chemical bond,
with two negative curvatures (λ1 and λ2) and one positive
curvature (λ3), and is denoted as (3,-1) critical point. The bond
ellipticity (ε) defined in terms of the two negative curvatures
asε ) (λ1/λ2 - 1) reflects the deviation of the charge distribution
of a bond path from axial symmetry, thus providing a sensitive
measure of the susceptibility of a system to undergo a structural
change. The Laplacian of the electronic charge density (∇2F)
indicates whether the electron density is locally concentrated
(∇2F < 0) or depleted (∇2F > 0) and provides a detailed map
of the basic and acidic regions of a molecule. A quantitative
comparison of the nature of bonding should however follow
from the values of this quantity at the BCP and also from the
other BCP properties. Thus, a value of∇2F < 0 at a BCP is
unambiguously related to the covalent character of a bond,
indicating a sharing of electrons and referred to as “shared”-
type interaction, while∇2F > 0 implies a “closed-shell”-type
interaction as found in noble gas repulsive states, ionic bonds,
hydrogen bonds, and van der Waals molecules. Bader has also
defined a local electronic energy density asEd(r) ) G(r) +
V(r), where G(r) and V(r) correspond to local kinetic and
potential energy densities, respectively. The sign ofEd(r)
determines whether accumulation of charge at a given pointr
is stabilizing [Ed(r) < 0] or destabilizing [Ed(r) > 0].

The calculated results of the topological indices corresponding
to optimized geometries of the three systems reported in Table
4 reveal that, for a particular bond, the BCP electron density
and Laplacian values are almost the same for all the three
systems (I-III ). Even the presence of solvent has negligible
effect on these topological properties. From the calculated results

for the O-H‚‚‚N (b1) interaction (in the case of 1-2 inter-
actions) as well as for O‚‚‚H-O (b2) and N-H‚‚‚O (b3)
interactions (in the case of 2-3 interactions), it is clear that the
comparatively stronger bond b1 is associated with higher
electron density at the BCP as well as higher bond order, as
expected. In the case of 2-3 interactions, however, there are
two weak bonds b2 and b3 (see Figure 1) and it is difficult to
correlate the interaction energy with the BCP parameters for
any one of them. A meaningful way to judge the relative strength
of the two weak bonds in 2-3 interactions would be to follow
the weighted average of the BCP electron density values. It is
clear from theF(b2)/[F(b2)+ F(b3)] andF(b3)/[F(b2)+ F(b3)]
values at BCP for the b2 and b3 bonds that the O‚‚‚H-O bond
plays a relatively more significant role in all the systemsI-III .
It is to be noted that additionally one C-H‚‚‚O hydrogen bond
is also present between the components 1 and 2 in the system
II (denoted as b4 in Figure 1). It is reflected by the existence
of a bond critical point in the corresponding C-H‚‚‚O bond,
which is otherwise absent for the corresponding bond in systems
I and III . Discussions on various aspects of the C-H‚‚‚O
interaction have been reported33-36 recently.

For the sake of comparison, also included in Table 4 are the
results corresponding to the experimental geometries. While the
general conclusions remain almost the same, the presence of
one strong O-H‚‚‚N bond (with negative Laplacian value and
shortest bond length) along with the existence of one C-H‚‚‚
O interaction account for the large value of the interaction
energy (∆E12) between the components 1 and 2 in systemII .
The most significant difference between the optimized and
experimental geometries is also reflected in the bond length of
O-H‚‚‚N hydrogen bonds, particularly in systemsII and III ,
as evident from the geometrical parameters reported in Table
4. This may be attributed to the fact that the optimized geometry
corresponds to only the isolated system while the experimental
geometry incorporates contribution from crystal packing forces
present in solid phase.

TABLE 4: Topological Analysis of the Bond Length (R), Bond Order (BO), Electron Density [G(r)], and the Laplacian of the
Electron Density [∇2G(r)]

optimized geometrya experimental geometry

property system O-H‚‚‚N (b1) O‚‚‚H-O (b2) N-H‚‚‚O (b3) O-H‚‚‚N (b1) O‚‚‚H-O (b2) N-H‚‚‚O (b3)

R (Å) I 1.703
(1.703)

1.641
(1.641)

1.844
(1.844)

1.669 1.635 2.115

II 1.703
(1.703)

1.674
(1.674)

1.806
(1.806)

1.366 1.658 1.827

III 1.703
(1.703)

1.651
(1.651)

1.844
(1.844)

1.500 1.520 1.975

BO I 0.166
(0.181)

0.168
(0.175)

0.136
(0.128)

0.161 0.158 0.106

II 0.166
(0.181)

0.162
(0.170)

0.145
(0.137)

0.290 0.160 0.138

III 0.166
(0.181)

0.164
(0.173)

0.143
(0.135)

0.215 0.200 0.139

F(r ) (eÅ-3) I 0.3577
(0.3610)

0.3435
(0.3462)

0.2193
(0.2193)

0.3826 0.3475 0.1269

II 0.3577
(0.3610)

0.3172
(0.3199)

0.2389
(0.2389)

0.8624 0.3293 0.2289

III 0.3577
(0.3610)

0.3361
(0.3394)

0.2213
(0.2213)

0.5824 0.4785 0.1701

∇2F(r ) (eÅ-5) I 2.6388
(2.5665)

3.4220
(3.3907)

2.2219
(2.2556)

3.1883 3.7763 1.3278

II 2.6388
(2.5665)

3.1931
(3.1666)

2.4533
(2.4894)

-3.3955 3.4317 2.4123

III 2.6388
(2.5665)

3.3955
(3.3642)

2.2026
(2.2364)

1.6411 0.8145 1.8725

a Corresponding values in the presence of solvent are given in parentheses.
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It would be interesting to further provide an in-depth analysis
using the results from optimized geometries, which are free from
unknown experimental artifacts. Here the results have been
found to be perfectly clear, viz., the 1-2 interaction is always
weaker than the corresponding 2-3 interaction in both the sets
of results obtained either from HF or DFT geometries (Tables
1 and 3). Apparently it seems that there is no regular trend
between the calculated interaction energy values with pKa

parameters. However, it is to be noted that each 2-3 interaction
involves two H-bonds while the 1-2 interaction involves only
one H-bond. Out of the two H-bonds in a particular 2-3
interaction, the O‚‚‚H-O (b2) bond is likely to be of almost
the same strength as that of the N-H‚‚‚O (b3) bond (as reflected
through the calculated BCP electron density and Laplacian
quantities for the optimized geometry). Thus, considering half
of the 2-3 interaction energy, one can observe that the 1-2
interaction is definitely stronger than the two others as expected
from the pKa values. It is still valid for the results obtained with
experimental geometries; however, the drastic variation of∆E12

for the three species having same components (and obviously
the same pKa value for the acid, component 1) cannot be
rationalized by the same pKa value alone, and perhaps the
uncertainty in the experimental geometry might be responsible
for these deviations. It is also important to note that the
experimental geometries have been obtained for a solid sample,
and our optimization level considers molecules/supermolecules
in a vacuum. Thus, the experimental geometries might involve
the effect of crystal packing forces in addition to the attractive
intermolecular interactions through H-bonding, which might be
another reason for the discrepancy between the two sets of
results obtained from experimental and optimized geometries.
It may be noted that the variations of∆E23 corresponding to
the optimized geometries among the three systems are too small
to be rationalized with the pKa values.

In this context, it should be noted that recently the uncertainty
regarding the location of the H atom in O-H‚‚‚O and N-H‚‚‚
O hydrogen bonds (obtained through X-ray diffraction experi-
ments) has been well documented in the literature.16,37,38

Although neutron diffraction has been shown16,37,38to be a better
method for locating the position of the H atom in a H-bond (as
compared to X-ray diffraction), it is also possible to find more
or less the exact position of the H atom in hydrogen bonds by
use of ab initio quantum chemical calculations through geometry
optimizations without any symmetry constraint. In the present
work, we have used Hartree-Fock as well as density functional
theory to obtained the optimized geometries of the systems, and
the difference in the H-bond lengths as obtained from the two
sets of calculations are found to be rather small, suggesting
consistency in the calculated values for the H-bond lengths.
Thus, in the absence of any neutron diffraction studies in the
systems considered in our work, the present geometries obtained
by us through ab initio methods can be considered to be more
accurate in comparison to the corresponding reported experi-
mental geometries for the supermolecules.

4. Concluding Remarks

In summary, we have reported here ab initio calculation and
a detailed analysis of the energetics of the pairwise hydrogen-
bonding interaction in different ternary supermolecules through
Morokuma energy decomposition. We have also investigated
the various density-related quantities at the bond critical points
and their role in rationalization of the nature of interactions. It
is observed that the pKa values of the aromatic acids, which
have been used earlier to rationalize the specific intermolecular

interactions, do not show any regular trend with the calculated
interaction energy values or the electron density-based bonding
parameters obtained for experimental geometries. However, the
calculated quantities corresponding to the computationally
optimized geometries of the molecular species do show some
trends with the corresponding pKa parameters.

In this work, our objective has been to study the specific
intermolecular interactions toward the design strategy for the
construction of supermolecules from the isolated molecules. Real
crystals are generally formed through the three-dimensional
solid-state assembly of such supermolecules (building blocks),
which involve crystal-packing forces in addition to the specific
intermolecular interactions between two molecules in a vacuum
(gas phase) or in solution. The aim has been to provide insight
into the first step, viz., construction of supermolecules from
isolated molecules considering the specific intermolecular
interactions through interaction energy and electron density-
based bonding parameters. The second step, which involves the
three-dimensional assembly of the supermolecules in the solid
state, has not been considered here.
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